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Abstract

Prediction markets have shown a remarkable ability to
predict outcomes. Here, we propose a Dynamic Bayesian
Network model to extract information and infer prediction
market prices by modeling interactions between agents. We
validate our methods using poll and price data from the
2012 presidential election, and show that this model is more
effective at predicting price trends than previous published
methods. We finally explore the robustness of the model to
variations in agent information and noise. Given the recent
recent resurgence of prediction markets, our work builds
upon the current literature on prediction market analy-
sis, which has implications for large-scale, self-incentivized
outcome prediction.

1. Background
Prediction markets are platforms on which users can

trade or price securities based on the outcome of an event.
For example, one might buy a security that pays one dollar
if Trump is the Republican Party nominee in 2020, and zero
dollars otherwise. The key features here is that the outcome
of the event is currently uncertain, but there will come a
time when the outcome of the event is known to everyone.
Presumably, there also needs to be some potential indicators
of what the outcome of the event will be, i.e. the outcome
cannot be totally random.

Prediction markets are useful as faithful extractors of in-
formation from the general public [1]. In general, mar-
kets aggregate information in many cases better than ex-
perts can, presumably due to greater overall access to infor-
mation that all of the market participants have, even when
compared to experts in a given domain. For an applica-
tion of this fact, see Figure 1. As an example, orange juice
futures are a better predictor of the weather west of Or-
lando, Florida than actual weather forecasts issued by the
National Weather Service [2], a government agency that re-
ceives over a billion dollars in annual budget [3]. Addi-

tionally, prediction markets are usually much more accurate
than poll data or statistical aggregations of polling data [4].

Figure 1. The Economist uses prediction market data to show
changing attitudes surrounding the 2018 congressional testimony
of Christine Blasey Ford and Brett Kavanaugh [5].

The power of markets lies in the alignment of incentives
in the participants. People trading on a security based on
the outcome of an event presumably have some belief about
the outcome; their ability to make a profit in the market
depends on the accuracy of this belief. Therefore, markets
select for the participation of agents who are well-informed
about the topic of the market. This accuracy leads a virtuous
cycle that only selects more and more for the most qualified
agents and traders. However, it may also lead to bias among
the participants if the pool becomes too small [6].

Due to regulatory pressures, there are few public predic-
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tion markets in use today. This is in large part due to resis-
tance to betting on elections and other events in the United
States [4]. Many companies use internal prediction markets
[7], but the associated data is proprietary and so not useful
for research purposes. The two public prediction markets
that have meaningful volume are the Iowa Electronic Mar-
kets [8] and PredictIt [9]. Both are research projects at non-
profit universities that have received conditional no-action
letters from the United States Commodity Futures Trading
Commission [10] [11], and

The mathematical backing of modern prediction markets
relies on one of two concepts: continuous double auctions
or market scoring rules [12]. Market scoring rules are more
of a theoretical idea, since both the Iowa Electronic Markets
and PredictIt use a continuous double auction for trading.
Continuous double auctions operate using the same mecha-
nism as the New York Stock Exchange. Market participants
submit buy or sell orders at a certain price for a given se-
curity. If an order can be fulfilled, meaning that there is a
seller willing to sell at the same or a lower price than a buyer
is willing to buy at, the order is executed immediately. Oth-
erwise, orders remain pending and are executed in the order
they came in. The result is that there is always a market
clearing price, which is the price at which all higher buy
orders and lower sell orders are executed. This price (for
a security that pays $1) can be interpreted as a consensus
probability of whether the event is going to occur or not.

2. Task definition

Prediction markets have proven to be extremely useful
research tools, particularly in the previous few years. The
strong form of the efficient markets hypothesis [13] would
have that the prices in a prediction market accurately reflect
the information available to market participants at any given
time. However, there are some potential modes of error that
prediction markets face, particularly with agents who form
coalitions to manipulate the market, agents who trade based
on maliciously inaccurate information, and other problems.
These potential issues are only exacerbated by the fact that
current-day prediction markets have a capped number of
participants and total investment, amplifying any abnormal-
ities [14].

2.1. Evaluation Metrics

To evaluate our model, we first define an evaluation met-
ric to compare our inference probability distribution with
the actual distribution of the prediction market at each time
point. We seek to quantify the information our prediction
provides with respect to entropy

H = −
n∑
i

p(xi) log p(xi)[15] (1)

Finding the expectation of entropic difference between our
prediction and the actual prices lands us at KL divergence:

DKL(p||q) =
∑
i

p(xi)(log p(xi)− log q(xi)) (2)

We define our loss as the total entropic difference, i.e. the
sum of the KL divergence scores over all the time points:

LossKL(P ||Q) =
∑
t

∑
i

Pt(i) log

(
Pt(i)

Qt(i)

)
(3)

Beyond the quantitative KL loss that we’ve defined
above, we can also see whether our model can roughly
approximate specific turning points in prediction market
prices in response to significant events, such as scandals,
successful rallies or announcements.

3. Infrastructure
We scrape existing polling data from public websites,

and build Bayesian Networks using pomegranate, a
Python package which supports building and inference on
discrete Bayesian Networks.

4. Literature Review
In this section, we briefly recount the background of pre-

diction markets.
In 1906, there was a weight-judging competition where

eight hundred competitors bought numbered cards for 6
pence to inscribe their estimate of the weight of a chosen
ox. The vox populi, or voice of the people, was astonish-
ingly accurate - the average was within 0.08%. This story
became immortalized as an early example of what we now
call the wisdom of the crowds. The ox story offers a glimpse
of of the concept that the aggregation of opinions can be
surprisingly good predictors of outcomes, even where indi-
viduals are not considered experts [16].

Recent advances in modern machine learning to predict
outcomes with high accuracy may suggest the irrelevance of
prediction markets. However, in applications where the rel-
evant feature space is too large (political climate), or where
data is too costly to aggregate (political polling), prediction
markets may present an opportunity for researchers to au-
tomatically gain information at a low cost and without do-
main expertise. [17] Recent interest in prediction markets
has manifested in different ways. Current relevant mecha-
nisms include Thompson Reuters lab which uses prediction
markets to incentivize entities to reveal unique data in niche
markets [17].

The relevance of prediction markets calls for a more nu-
anced model. To our knowledge, the current state-of-the-art
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model proposed by Lee et al attempts to capture the inter-
actions between investors, which we will discuss in detail
below [18].

5. Model

In this section we will present our final model and dis-
cuss its advantages over current models of prediction mar-
kets. We will also discuss areas that could serve as targets
for improvement.

5.1. Approach

Modeling continuous double auction prediction markets
with a Bayesian network is a natural idea because the prices
can be directly interpreted as probabilities of the relevant
event being realized. This has also been the implicit ap-
proach of previous models in the literature since they use
Bayesian updating of the agents over time in their models.
However, interpreted as Bayesian Networks, these models
are overly simplistic when compared to any reasonable con-
ception of the actual flow of information through a market
in the real world. This becomes clear when one tries to
use them to predict the behavior of prediction markets over
a long period of time: they consistently fail to incorporate
new information at at a reasonable level, either weighing it
too high or too low.

For our model, we will focus on a prediction market that
pays off if Barack Obama wins the 2012 election. We will
assume that this result is based on the political climate of
the time of the election. For us, this represents the hid-
den variable that is driving the market prices and outcomes.
More specifically, we assume that at any given point there
is an actual distribution over vote share ∆ for the scenario
of the election being held at that time. This distribution
can change over time, and it drives the signals that market
participants use to trade on. For example, the vote share im-
pacts polling (in a noisy way), and it can also impact other
market signals, such as the opinions of experts.

Figure 2. The Bayesian updating model presented in [18].

Starting with the basic Bayesian updating model from
[18] that is shown in Figure 2, we targeted the specific short-
comings of that model. In particular, we noted the follow-
ing:

1. The Bayesian updating model does not account for po-
tential changes in the political climate over time.

2. The Bayesian updating model does not attempt to ac-
count for the impact of agents on the market prices,
rather going directly from probability to price.

3. The Bayesian updating model does not consider how
past prices are themselves a signal that affects the fu-
ture market prices [19].

For our oracle, we used the actual prediction market
prices over the time period. Our evaluation metric is per-
formed in comparison to this oracle.

5.2. Modeling Changes of Political Climate over
Time

To reason about how the political climate changes over
time, we first decided to reason about how signals of the
political climate are affected by the political climate itself.
The resulting idea was to have a hidden Markov model for
how the political climate changes over time, with emissions
visible at each timestep. (In our tests, we use polling data
as a proxy for the political climate; see the Data section
for details.) We take the political climate at each time step,
labeled ∆t, to be a continuous distribution over possible
vote shares:

∆t ∼ N (δt, 1/h) (4)

where δt is the mean and 1/h is the precision. We don’t
explicitly model the change in the distribution from ∆t to
∆t+1 beyond saying that

∆t ≈ ∆t+1 (5)

and noting the relationship between the underlying political
climate and the polling results:

Pt = Pr[∆ + et > 0] where et ∼ N (0, 1/
√
Nt). (6)

This assumes that the polling data is a sample from the ac-
tual distribution ∆t, so the sampling error is et, and the
sample size of the poll is Nt.

Instead of explicitly modeling the distribution changes
between time steps, we directly model the relationships be-
tween the polling emissions, which are at the level of real-
world data. This is reasonable because we are interested
in the relationship between the real-world signals and the
prices in the prediction markets. There is already signif-
icant amount of work on the relationship between polling
data and the underlying distribution of the vote share, which
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Figure 3. A Bayesian network model for how emissions from the
political climate (here, polling data) changes over time.

we are not interested in. Additionally, having the continu-
ous distributions ∆t in the model adds significant compu-
tational complexity, which we can eliminate by only using
the binary nodes Pt. We model those by saying that

Pr[Pt = A|Pt−1] = (1− w)Pr[Pt−1 = A] (7)
+ wPr[Pt−1 6= A]

This models the political signals with a random walk be-
tween the two results and parameter w, which we can tune
in our model.

5.3. Modeling Agents’ Effects on Prices

In real-world prediction markets, participants react to in-
formation in the domain of the market by affecting the price
of the security in the relevant way. However, not all partici-
pants have the same information or even interpret the same
information in the same way. Individuals may have some
personal bias or receive the signal plus some noise. Ad-
ditionally, some agents may only take market signals from
other agents or from past market prices.

Let there be n agents participating in the market. Keep-
ing the number of agents in the market fixed over time may
seem unreasonable at first, but is actually accurate in the
case of current-day prediction markets. We assume that
agents receive some noisy signal of the political climate
emission Pt, which we denote Zti. We use the same scheme
as with the Pt to Pt−1 signal, with some noise parameter γ:

Pr[Zti = A|Pt] = (1− γ)Pr[Pt = A] (8)
+ γPr[Pt 6= A]

Agents also observe the previous price $t−1, and incorpo-
rate it into their predictions. We model the overall predic-
tion belonging to an agent as a linear combination (with pa-
rameter e) between the previous price and the new belief
based on the data:

Pr[Xti = A|Zti, Pt−1] = Pr[Pt−1 = Xti = A] (9)
+ (1− e)Pr[Pt−1 = A 6= Zti]

+ (e)Pr[Zti = A 6= Pt−1]

We assume that all of the market participants have the
same total purchasing power in this particular market, so
that the price takes into account all of the agents’ beliefs
equally. The result is that we need to set the price as the
mean probability distribution over the agents’ beliefs, and
so to achieve this we use the majority operator:

Pr[Pt = A] = majority({Xti = A}i≤n) (10)

The complete Bayesian Network model is shown in Fig-
ure 4.

Figure 4. Our complete dynamic Bayesian Network model. In this
figure, n = 2 and there are 4 timesteps shown. Each X node is
an agent, each Z node is their corresponding noisy signal at that
timestep, and each $t is the predicted price at time t.

5.4. Using the Model

This model can be used for several tasks relating to pre-
diction markets. The uses fall into two main categories:
learning on the Bayesian network, and inference using the
resulting model. In general, learning is used when politi-
cal climate data is available, and inference is used to predict
missing or future data.

5.4.1 Learning

While our model is mostly hand-designed to match the real-
world dynamics of prediction markets, there are several el-
ements which are best learned or determined by data for the
given market. In particular, the parameters w and e are best
determined by matching a sampling of the data from the
actual market (or a similar market, if no such data is avail-
able) so that we have the most accurate model. As noted in
[20], this is particularly crucial for how the agents are in-
terpreting information because it is probable that different
prediction markets have different such parameters. For ex-
ample, an obscure House of Representatives race probably
has many fewer polls than a presidential general election,
and so agents may need to update their beliefs differently
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at each time a poll is released. The flexible parameters in
our model allow us to model such differences with the same
Bayesian network.

5.4.2 Inference

Inference is the crucial task that our model performs. Like
any Bayesian Network, our model is highly effective in de-
termining the probability distributions of unknown nodes
given data at other nodes. Two useful inferences that we
can make using our model are

Pr[$i = A|P1, P2, P3, . . . Pk] where k < i, (11)

predicting the price of the market a certain number of peri-
ods after the latest polling data, and

Pr[Pi = A|$1, . . . , $k] where k < i, (12)

predicting the political climate at a certain time given the
prediction market prices.

Since all of our market prices and polls are interepreted
as probability distributions, we are performing inference
given a distribution over the known nodes, rather than the
actual resolution of the node as is more common. This does
not change the algorithms for inference over Bayesian Net-
works except for trivial changes to take distributions as in-
put.

To perform the inference, we used a Python library called
pomegranate. This library uses Gibbs sampling to per-
form inference on a given node given distributions on the
other nodes. Since it produces concrete results which can
be measured against the real world, we evaluate our model
mainly based on its ability to perform inference accurately.
The results from these evaluations are presented in follow-
ing sections.

6. Data
Polling data were scraped from

RealClearPolitics.com [21] for the period be-
tween January 2011 to November 2012. The data was
sparse for the early timeframes and for dates without polls,
forward filling was used to upsample and match the price
data. The frequency of the polls is shown in Figure 5. We
have preprocessed the data to only include the vote shares
of Barack Obama and Mitt Romney, so that third-party
candidates do not affect the probabilty estimates.

It is evident that the polling data is very noisy, which
is the nature of polling data in general. Different pollsters
have different biases and different ways of normalizing their
results to demographics and population [22]. Since the polls
are obviously a noisy signal of the political climate in the
first place, it can be expected that our model will reproduce

Figure 5. Poll data sparsity. Green vertical lines represent days
when poll data were available.

this noise somewhat, and indeed this is true as shown in the
Model Validation section.

We make the simplifying assumption that all of the polls
have the same sample size, and we make this assumption
reasonable by only considering polls with sample size of
800 or more as useful in our model. We assume that we can
interpret the polls as independent samples from the overall
voter population so that we can infer a probability of one
candidate having more votes directly from the polling data.

The closing prices of each day in the prediction mar-
ket were obtained from PredictIt.com [9] for the pe-
riod between January 2011 to November 2012. These are
shown, in Figure 5, along with a visualization of the spar-
sity of the data. We interpret these directly as estimated
probabilities of each candidate winning.

7. Experiments
In this section we first present quantitative and qualita-

tive methods of model evaluation. We show that we can val-
idate our Bayesian Network model by inferring prediction
market data from general political sentiment (polls), and
show both qualitative and quantitative effectiveness based
on the evaluation methods above. We also perform hyper-
parameter tuning using these metrics. Finally, we use our
tuned model to make predictions without any prior knowl-
edge of poll data.

7.1. Model Validation

Our model performs moderately well when compared to
our two baselines: the Bayesian Updating model in [18] and
the raw use of polls as probability estimates as in Figure 7

The results of the quantitative evaluation of each of these
models is shown in Table 1. Our model fares better than the
two baselines, and in Figure 6 it is easy to see that our model
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follows the price curve well, albeit with significant noise
induced from the noise in the polling data. As expected, the
Bayesian updating model from [18] does not account for
the changes in political climate over time, and that model
is essentially flat at about 51.5% for most of the timesteps,
and the direct polling model varies wildly with the noise in
the polling data.

Figure 6. The predictions of our model versus predictions of the
Bayesian updating baseline. It is clear that our model handles
the passage of time much more gracefully than the single-state
Bayesian updating model.

Figure 7. The predictions of our model compared to the baseline
that uses only polling data for each time step. Clearly, the result
from our model has much less noise.

Table 1. Total KL divergence loss for our model versus each of the
baselines.

Polls-only Prediction 54.2625744602
Bayesian Updating 8.24015852064

Dynamic Bayesian Network 6.0164734637

7.2. Parameter Tuning

From tuning the parameters w and e on this particular
prediction market’s data, it was easy to settle on an optimal
value for both, since the curves for model performance rela-
tive to each of these values has an obvious optimum in both
cases. Here, we are using the KL divergence loss defined
previously as a proxy to the maximum-likelihood estimate
for these parameters.

The particular values were w = 0.08 (see Figure 9) and
e = 0.58 (see Figure 8). These indicate that there is in
fact a fair amount of bias and noise among the agents in
the real-world prediction market, and additionally suggests
that agents weigh the past prices about equally with the cur-
rent updated information in the market. These parameters
gave us our most accurate model, with which we were able
to evaluate market reactions to various adverse conditions.
These experiments are detailed in the next subsection.

Figure 8. Values for the parameter e and how they affect the KL-
divergence loss of the model. The loss is quite asymmetric on each
side of the optimum, but the optimum is still clear.

7.3. Prediction

We also tested our model on a prediction task. Given the
prediction market prices over a certain length of time, we
used the dynamic Bayesian network to infer the probabil-
ity that Obama would win the election n days out from the
last known price of the market. With some noise, the model
predicts what we would expect: if Obama has somewhat
high odds on the prediction market a number of days in a
row, this is a very good indicator that the underlying politi-
cal climate parameter will have Obama winning in the next
few timesteps. However, after a longer time, there is more
opportunity for that parameter to move a bit in either direc-
tion, resulting in more uncertainty. This is reflected in the
model, as seen in Figure 10. In real life, this corresponds
to the fact that the further out the election, the more time
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Figure 9. Values for the parameter w and how they affect the KL-
divergence loss of the model.

there is for major scandals and other intervening factors to
corrupt the indicators that are driving the predictions at the
current time.

Figure 10. Predicted probabilities of an Obama win n days after
the last known price of the prediction market.

7.4. Qualitative Performance

Qualitatively, the most prominent strength of our model
was that it preserved the signal of turns in the prediction
market very easily based on very noisy polling data. For
example, in Figure 6, we see the model matching a spike
around day 100, and even anticipating a fall in Obama’s
odds around days 440-500. This means that the model is
effectively processing information contained in the noisy
polling data, modeling how the market participants are us-
ing that information, and then incorporating that into a pre-
diction.

The model shows some weakness closer to the election,
with a much less exaggerated expression of the political cli-

mate when compared to the actual prices. This is a result
from the fact that our model does not take into account the
number of days until the election. In order to use the model
to take that into effect, one would have to use the prediction
task outlined in Section 7.3.

8. Error analysis
In this section we seek to test the robustness of our model

by finding ways to ”break” its inference ability. In partic-
ular, we first focus on agent information: Do we need to
model how informed the agents are? Is there a threshold at
which the model becomes uninformative if the number of
uninformed agents becomes too high? We next test model
robustness to agent noise by raising the noise parameter for
each of the agents. Can the model still have inference power
if each agent receives a very noisy representation of the
world?

8.1. Modeling Agent Information

One of the assumptions that our model makes is that all n
agents receive some noisy signal of the data Zti. We can ex-
amine the effects of this property by defining an uninformed
agent which models its prediction with:

Pr[Xti = A|Pt−1] = Pr[Pt−1 = Xti = A] (13)

and informed agents whose prediction is described in
(Equation 9). We implement this new model, and vary the
number of uninformed agents while keeping the total num-
ber of agents constant at 5. The results are below:

Figure 11. The predictions of our model with 1 (top left), 2 (top
right), and 3 (bottom left) uninformed agents out of 5. The KL
scores are displayed (bottom right).

As the number of uninformed agents increases, the KL
score increases quite rapidly, and our model predictions be-
come quite uninformative of the market price. When 3 out
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of 5 agents are uninformed, the uninformed agents’ predic-
tions will outvote the predictions of the informed agents in
the majority operator function (Equation 10), and the pre-
dictions hover around 50%, meaning the model is not in-
corporating any information from the world.

This experiment reveals the sensitivity of our model to
agent informed-ness, which has implications for real-world
implementation. For example, in the real world there of-
ten are ”expert” agents who have privileged information in
niche spaces, as well as traders who are more reactionary
and have less information about the world. Careful parame-
ter tuning and weighting of agent votes may lead to a much
more powerful model, which is a further area of exploration.

8.2. Modeling Agent Noise

Another potential area of error is how the amount of
noisy information that each agent receives, represented by
Nti affects the output prediction. We can easily perform er-
ror analysis experiments by varying the e in Equation 9. In
Figure 12 we increase e from 0.08 to 0.4 and see that though
the predictions become noisier, the model is still able to cap-
ture the general trends of the data, and therefore can still be
effective given simple smoothing techniques. This suggests
that our model is robust to agent noise, and refers to the
de-noising properties of prediction markets in aggregating
public opinion.

Figure 12. The predictions of our model when agents receive high-
noise signals.

9. Conclusion and Future Work
In this paper, we first propose a Dynamic Bayesian

Network to model a prediction market, and validate this
model with data from the 2012 presidential polls and mar-
ket prices. We show a significant increase in effective-
ness measured in KL divergence over the baseline model,
improving in both trend identification and noise smooth-
ing ability. We show that this model has predictive power,

even without polling data, suggesting that the latent infor-
mation about political climate can be inferred from market
prices. We finally analyze model robustness to potentially
erroneous assumptions about how informed agents are, and
the noisy information that agents are getting, and show that
too many uninformed agents may ”break” the market’s pre-
dictive ability.

As mentioned in sections above, future work may in-
clude a deeper exploration of hyperparameters involved in
agent knowledge: How do we distinguish, and extract in-
formation from ”expert” agents with niche, informative pri-
ors? Another important step to validate our model would be
to test its generalizability to other prediction markets: Can
we use this same model to predict senate races, or sports
games?

Overall, we identify prediction markets as a high-
potential economic mechanism to extract information about
the world. This mechanism allows us to go against the
canonical, data-focused machine learning paradigm of data
extraction, featurization, and learning. By utilizing mar-
kets to incentivize agent participation, we can learn about
the world by beginning with the aggregated ”wisdom of
the crowd”, and infer the information that each agent con-
tributes autonomously. The autonomous nature of the mar-
ket allows rapid and distributed applications to real-world
problems with large feature sets which require high domain
expertise to extract relevant data - by using prediction mar-
kets, we leave the data crunching to the people.
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